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Abstract
Several of the machines in the CERN accelerator complex,

in particular the Large Hadron Collider (LHC) and the Super
Proton Synchrotron (SPS), are prone to the build-up of elec-
tron clouds. Electron cloud effects are observed especially
when the machines are operated with a 25 ns bunch spacing,
which has routinely been used in the LHC since the start of
its second operational run in 2015. After the completion of
the LHC Injectors Upgrade program during the latest long
shutdown period, the machines are currently operated with
unprecedented bunch intensity and beam brightness. With
the increase in bunch intensity, electron cloud effects have
become one of the main performance limitations, as pre-
dicted by simulation studies. In this contribution we present
the experimental observations of electron cloud effects since
2021 and discuss their implications for the future operation
of the complex.

INTRODUCTION
Electron clouds are caused by the avalanche multiplica-

tion of electrons that can occur as a consequence of their
acceleration by the beam field and the subsequent emission
of further electrons upon impact on the chamber surface,
as defined by its secondary emission yield (SEY). They are
typically manifested as transverse instabilities, emittance
growth, pressure rise, heat load in cryogenic regions, in-
coherent beam losses and RF stable phase shift [1]. Since
electron cloud (e-cloud) build-up is most prominent with
closely spaced bunches, in the CERN accelerators, e-cloud
effects are observed mainly for the LHC beam with its nom-
inal bunch spacing of 25 ns [2]. They occur to a varying
degree in the LHC and its injectors, starting from the Proton
Synchrotron (PS), where the 25 ns bunch structure is first
produced, and continuing through the SPS to the LHC.

So far, the main strategy for e-cloud mitigation in the
CERN accelerators has been to rely on beam-induced condi-
tioning, or scrubbing, in which the SEY of the beam chamber
surface is reduced due to the bombardment by the e-cloud
itself [3, 4]. In practise, this is often done with dedicated
scrubbing runs, during which the amount and duration of
beam, as well as the beam parameters, are regularly adjusted
to systematically maximize e-cloud production while keep-
ing its effects just within the acceptable limits. However, the
SEY that can be achieved through scrubbing is limited to
an extent that depends on the surface material and broader
machine conditions. This is evident in particular in the LHC,
where e-cloud effects, after initially reducing with scrubbing,
remained present and significant throughout its second oper-
∗ lotta.mether@cern.ch

ational run (Run 2), even though they did not significantly
limit the performance [5, 6]. In the injectors, scrubbing has
been more successful. In the SPS, the 25 ns LHC beams
initially suffered from strong pressure rise, transverse insta-
bilities and emittance growth, which could be successfully
mitigated with systematic scrubbing runs over a decade, in
preparation for delivery to the LHC [7].

The High-Luminosity LHC (HL-LHC), expected to start
in 2029, foresees a reduction in the transverse beam emit-
tances along with a doubling of the bunch intensity from
Run 2 to 2.3 × 1011 p in Run 4 [8]. To be able to produce
such beams for the LHC, the injectors underwent a major
consolidation, which was finalised during the previous long
shutdown period (LS2) [9]. Among the new installations
was an upgrade of the SPS RF system, allowing to signif-
icantly increase the total intensity that can be accelerated
to 450 GeV/c and extracted to the LHC. During the current
run, the injectors are expected to fully prepare the HL-LHC
beam and are already on a good path towards this goal with
2.2×1011 p/b (protons per bunch) accelerated in the SPS [10].
The operational bunch intensity in the LHC is foreseen to
be ramped up to an intermediate value of 1.8 × 1011 p, with
1.6 × 1011 p reached in 2023 [11]. With the significant in-
crease in bunch intensity since Run 2, new limitations from
e-cloud have been encountered, in particular in the SPS and
the LHC, as will be discussed below.

INJECTORS
The RF manipulations that give the LHC beams their

25 ns structure take place in the PS at the top energy of
26 GeV/c, shortly before beam extraction [12]. During this
period, transverse instabilities, baseline distortion on pick-
up signals and pressure rise have been observed after air
exposure since 2001, but have quickly conditioned with
machine operation [2, 13]. After the PS restart in 2021,
pressure rise due to e-cloud was again observed in large parts
of the machine and initially hindered normal operation by
interlocking the pulsing of the injection kicker. The pressure
rise could be conditioned by a dedicated period of scrubbing
over several days, after which no further limitations from
e-cloud have appeared, even with bunch intensities as high
as 2.9 × 1011 p.

When the SPS resumed operation later in 2021, exten-
sive scrubbing was needed, since much of the machine had
been opened during the shutdown. Whereas transverse in-
stabilities and emittance growth could be mitigated with
chromaticity, the main limitation setting the scrubbing pace
came from the vacuum pressures around the ring. One of
the main bottlenecks was a vertical kicker magnet (MKDV1)
for the upgraded beam dump system that was found to ex-
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hibit poor high-voltage behaviour and therefore assigned an
exceptionally low vacuum pressure interlock threshold value
of 5 × 10−8 mbar. Over two weeks of scrubbing at injection
with 1.4 × 1011 p/b, the pressure in the MKDV1 and other
vented areas conditioned to the required level, while the num-
ber of bunches was gradually increased from 12 up to the
design LHC filling pattern of four trains of 72 bunches. A
newly installed stainless-steel liner in the dedicated e-cloud
monitors, mimicking the conditions in the main dipoles, also
required a similar amount of time to fully condition [14].

On the accelerating cycle, progress was limited by longi-
tudinal instabilities, as the commissioning of the RF system
was not well advanced, and only 1011 p/b in 4 × 72 bunches
could be accelerated after another two weeks [15]. The scrub-
bing was also limited by erratic pressure rise and spurious
vacuum spikes in the horizontal dump kickers (MKDH) [16].
In addition, the strong beam-induced heating of the last injec-
tion kicker magnet (MKP-L) forced most of the scrubbing to
be interleaved with other activities to allow for intermittent
cool-down. Since 2021 was largely devoted to commission-
ing, LHC beams were not regularly taken in the machine
after the scrubbing run, which lead to a deconditioning of the
vacuum chambers, requiring additional scrubbing later in
the year to recover the vacuum performance of the MKDV1.

At the end of 2021, the faulty dump kicker was exchanged
and another scrubbing run took place in 2022 to condition
the kicker and other vented areas. The resulting pressure
rise could be conditioned to acceptable levels in five days
of scrubbing at injection with bunch intensity up to 2 ×
1011 p, highlighting the improved scrubbing progress when
only a few areas are concerned. When accelerating several
trains of 72 bunches with increasing bunch intensity, the
spurious pressure spikes in the MKDH began to occur more
frequently, in particular at the end of acceleration, when
the peak bunch current increases with the decreasing bunch
length [17]. A similar behaviour was observed also on the
MKP-L and together they significantly limited the scrubbing
efficiency, as well as the achievable bunch intensity, which
after another four weeks of scrubbing reached 1.6 × 1011 p
in 4 × 72 bunches.

The MKP-L was finally exchanged with a new low-
impedance version at the end of 2022, eliminating the need
for regular cool-down during the scrubbing runs [18]. The
new MKP-L, whose pressure is shown in Fig. 1, and other
vented elements were successfully scrubbed within five days
at injection energy for bunch intensities up to 2.2 × 1011 p.
However, very strong pressure rise in the MKP-L was ob-
served at the end of the energy ramp when first trying to ac-
celerate the beams, with only 24 bunches and 1.4× 1011 p/b.
The pressure rise was slowly conditioned by very gradu-
ally increasing the bunch intensity and, for each intensity,
slowly approaching the nominal bunch length of 1.65 ns by
systematically decreasing controlled longitudinal blow-up.
To optimise the scrubbing of the pressure spikes in both
the MKP-L and MKDH, which occur only during a very
short part of the accelerating cycle, a dedicated scrubbing
cycle with an extended energy plateau of 5 s at 400 GeV/c

was created. In addition, modifications were made to the
logics of software interlocks to reduce unnecessary trigger-
ing, from which the recovery could take anywhere from a
few minutes to hours. With these successful measures, the
pressure spikes could be conditioned up to 2 × 1011 p/b in
4 × 72 bunches during four weeks of scrubbing, and have
subsequently been scrubbed further to 2.2 × 1011 p/b.

Figure 1: Normalised maximum pressure in the MKP-L dur-
ing scrubbing on the injection (blue), standard acceleration
(orange) and long acceleration (green) cycles.

The very strong increase in the pressure normalised with
intensity at the end of acceleration, see Fig. 1, is characteris-
tic for the MKP-L and MKDH, but is not observed in most
other parts of the machine. Observations of the dynamic
pressure rise, such as the large decrease when operating with
an e-cloud-suppressing bunch pattern, as well as the sharp
rise when going from 12 to 24 bunches, suggest that it is
caused by e-cloud. However, the precise mechanism behind
it is not currently understood. Simulations show an increase
in electron flux with the bunch peak only for SEY curves
with a maximum yield at electron energies much higher than
those observed in lab measurements. A possible explanation
could be the charging of the insulator surfaces, which has
been shown to increase the maximum energy [19]. Another
possible explanation could be that the pressure rise, instead
of being caused by an increase in electron flux, is due to
an increase in the electron-induced desorption yield with
increasing energy of the impinging electrons.

LHC
Among the main experimental observations of e-cloud in

the LHC are transverse instabilities and emittance growth
occurring at injection, slow beam losses in collision, as well
as additional heat load on the beam screens of the cryogenic
magnets [6, 20]. Contrary to expectation and measurements
during a first test with 25 ns beams in Run 1, the heat loads
measured on the beam screens in Run 2 showed large vari-
ations between the eight sectors of the machine, as well as
between individual half-cells, magnets and apertures. Com-
prehensive studies, combining measurements with beam,
e-cloud simulations and surface analysis conducted on beam
screens extracted from the machine, show that this is due to
varying SEY caused by a degradation of some of the beam
screen surfaces. The most plausible mechanism is the forma-
tion of CuO on conditioned surfaces exposed to air during
the first long shutdown period [21–24].
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When the LHC was brought back into operation in 2022,
it quickly became evident that even further surface degrada-
tion had occurred due to LS2 [25]. From the beginning of
multi-bunch operation during the scrubbing run at injection
and throughout the year, the highest average heat load was
systematically measured in sector 78, which showed interme-
diate heat loads in Run 2 [26, 27]. After the scrubbing run,
the LHC beams were brought into collision for luminosity
production at 6.8 TeV with a gradually increasing number of
bunches of intensity around 1.2× 1011 p. With around 2200
bunches/beam, the heat load in sector 78 reached the cool-
ing capacity available from the cryogenic system, around
195 W/half-cell [28, 29], and limited the total beam intensity
from this point on [30]. Since the e-cloud requires an esti-
mated 20-30 bunch passages [31] to build up, the amount of
e-cloud can be reduced by decreasing the length of the indi-
vidual bunch trains. By changing the train length from 48 to
36 bunches, around 2450 bunches/beam could be accepted
without lowering the bunch intensity. Over the remaining
two months of operation in 2022, the bunch intensity could
be gradually increased up to and slightly beyond the target
of 1.4×1011 p at the start of collisions, as a result of the con-
tinued conditioning of the surfaces, as well as a modification
of other beam parameters.

A comparison of the heat loads measured with similar
beam parameters at different times during 2022 suggested
that the beam screen conditioning tapered off, as expected
with accumulated electron dose, and that significant further
conditioning was unlikely to occur, leaving several sectors in
a further degraded state compared to Run 2 [25]. Transverse
beam stability provided an independent observation of the
worsened machine state, as stronger mitigation measures in
the form of chromaticity and octupole currents were required
in 2022 than in Run 2, despite the expected favorable scaling
of beam stability with increasing bunch intensity [32]. In
addition, transverse instabilities caused by the increase in
central electron density in the dipoles with decreasing in-
tensity at the end of luminosity production, systematically
occurred throughout 2022, whereas in Run 2 they were sup-
pressed within a few months of operation [33].

During 2023, the bunch intensity in the LHC was fore-
seen to be increased up to 1.8 × 1011 p, which could only
be achieved with further changes to the bunch train pattern.
The “8b4e” bunch pattern, which consists of trains of 56
bunches, where every 8 bunches are followed by 4 empty
bunch slots, provides a strong reduction of e-cloud effects at
the cost of limiting the number of bunches to below 2000
per beam [34, 35]. Hybrid filling schemes, which combine
8b4e beam with standard 25 ns beam with a ratio that can
be adjusted to match the heat load to the cooling capacity,
are a much better compromise [3]. The expected heat load
as a function of the bunch intensity for different bunch train
patterns can be estimated based on a cell-by-cell SEY map
of the machine. This can be obtained by comparing the mea-
sured heat loads in each half-cell to the heat loads expected
from simulations with matching beam conditions. Follow-
ing this procedure, the maximum number of bunches with

a given bunch intensity and thus the integrated luminosity
reach can be estimated, for different patterns. Based on such
considerations, a hybrid scheme, with injections consisting
of a single train of 8b4e beam (25 %) followed by up to five
trains of 36 bunches (75 %), which allows for a similar total
number of bunches as used in 2022, but is not expected to
be limited in intensity below 1.8 × 1011 p, was selected for
2023 operation. Although the full potential of the filling
scheme was never put to the test due to other limitations that
restricted the bunch intensity to 1.6 × 1011 p, the e-cloud
suppression could be observed through a clear reduction of
the heat load, as shown in Fig. 2.

Figure 2: Comparison of the average (dots) and cell-by-cell
distribution (violins) of normalised heat load in the LHC
arcs with the 2022 (blue) and 2023 (red) bunch train patterns
for similar bunch intensity and length.

CONCLUSION
In the injectors, the experience from Run 3 so far sug-

gests that beam-induced scrubbing can sufficiently mitigate
e-cloud effects to ensure good beam quality for the HL-
LHC. However, the cost in terms of operation time needed
to achieve the desired performance in the SPS is concerning
for future operation. Although most of the machine condi-
tions well, the strong pressure rise in some injection and
extraction devices at high energy is particularly challenging.
It remains to be seen if this behaviour can be permanently
mitigated to some extent through scrubbing, as suggested
by the past experience of conditioning for the LHC beams.
While a complete understanding of the underlying mecha-
nism may help to improve future designs of such devices,
in the near future, additional measures to the ones already
implemented in 2023, such as improved vacuum sectorisa-
tion and application of targeted surface treatment, where
possible, can help to improve scrubbing efficiency.

In the LHC, on the other hand, it has become evident that
beam-induced scrubbing is no longer sufficient to mitigate
e-cloud, given the tendency for surface degradation with ma-
chine venting. On the short term, e-cloud-suppressing filling
patterns provide partial mitigation at the cost of an approxi-
mately 10 % reduction in the total number of bunches. On
the long term, as well as for future machines, it is clear that
stronger mitigation strategies, such as amorphous-carbon
coating or other surface treatments that provide a more ro-
bust protection against the e-cloud [23, 24, 36], are necessary
in order to fully exploit the machine potential.
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